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ABSTRACT
To explore the integration of Artificial Intelligence (AI) into medical higher education curricula in the Gulf 
Cooperation Council (GCC) region by identify enablers, barriers, and best practices in medical education in GCC. 
The study aims to develop a perspective on the future of AI-based learning in GCC medical education system. 
A foresight study employed methodological triangulation, utilizing systematic literature, causal layered analysis 
and secondary data analysis. This integrative design enhances credibility, validity and the depth of findings. The 
study is focus on medical higher education institutions within the Gulf Cooperation Countries (GCC) region. The 
study employed systematic literature reviews to assess the enablers, barriers, and best practices for AI adoption 
in medical education. Besides, causal layered analysis and secondary data analysis. The systematic literature 
review highlights the importance of AI integration in medical education, emphasizing project-based learning, 
curricular innovation, and ethical considerations. The Gulf Cooperation Council data emphasizes the need for 
enhanced AI policies. The paper also explores the synergy between societal, educational, and technical dimensions 
in education and the potential disruptive innovation in medical education due to AI's revolutionary capacity to 
redefine a new paradigm in medical education. The incorporation of artificial intelligence into medical education 
in the Gulf Cooperation Council (GCC) necessitates a comprehensive strategy that merges technological 
advancement, ethical consideration, and inclusive structures to prepare future healthcare practitioners for 
disruptive innovations in medical education.
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INTRODUCTION
Is Artificial Intelligence (AI) merely a global trend, or is it a 
transformative force reshaping the future of education and healthcare? 
AI, both as a technological tool and a cultural force, is penetrating a 
wide range of disciplines, including higher education, as well as both 
private and public sector domains. The origin of AI can be traced back 
to the early 1950s, when John McCarthy coined the term "artificial 
intelligence" to describe a computer capable of performing cognitive 
functions like those of humans such as conversing, analyzing, 
acquiring knowledge, and solving problems1. Like previous waves 
of technological innovation since the 17th century, AI is emerging 
as a disruptive force that will redefine human progress2. Globally, 
AI-based applications are now widely used in education, healthcare, 
and business. To keep pace with rapid technological change, it is 
necessary for education systems to mainstream AI in learning to unlock 
new possibilities through access to big data and improved learning 
outcomes3.

Yet despite this global momentum, the integration of AI into medical 
education in the Gulf Cooperation Council (GCC) remains limited 
and fragmented. Institutions in the region face challenges such as the 
absence of strategic frameworks, inadequate digital infrastructure, 
ethical concerns, and a lack of empirical studies specific to the GCC 
context. These gaps hinder the potential of AI to enhance medical 
training and prepare healthcare professionals for an increasingly 
technology-driven environment. In the field of medical education, 

organizations are actively seeking to improve service quality, system 
efficiency, and instructional models. The rapid growth of medical 
innovations in recent decades has made it difficult for the medical 
community to keep pace with change. AI can support healthcare 
professionals by collecting and analyzing data, enhancing decision-
making, and simplifying diagnosis and treatment processes4.

Previous studies have explored the integration of AI in medical 
education globally, with a focus on curriculum design, technology 
adaptation, ethics, and interdisciplinary collaboration. However, 
most of this research is theoretical or conducted outside the GCC, 
offering limited evidence or strategic foresight within the region. 
A comprehensive understanding of the enablers, barriers, and best 
practices for AI adoption in the medical education systems of the GCC 
is still missing.

Integrating AI into medical curricula is critical for delivering new 
avenues in learning, diagnosis, and treatment. This study aims to 
explore the integration of AI into medical higher education within the 
GCC region by examining current models of AI-based learning and 
innovative curricula, and by identifying key enablers, barriers, and best 
practices through a foresight and innovation perspective.

The primary research question is what approaches can be employed 
to incorporate AI into innovative curriculum to revolutionize medical 
higher education in the GCC region from a foresight perspective?
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The sub-questions in this research are:

1.	 What are the enablers for the successful integration of AI in 
Medical Education Curricula in the GCC region?

2.	 What are the barriers to employing AI in Medical Education 
Curricula in the GCC region?

3.	 What are the global best practices that can be adopted to AI driven 
curricula in Medical Education in the GCC region?

The questions will constitute a foundation for analyzing literature to 
evaluate the innovative curriculum in medical higher education within 
the GCC, focusing on the role of artificial intelligence.

METHODOLOGY 
This study employs methodological triangulation utilizing systematic 
literature review, causal layered analysis, and secondary data. 
The research strategy based on based on articles were identified by 
titles, abstracts and keyword relevant to research objective. The key 
words were Curriculum, Medical Education, Artificial Intelligence 
and Innovation. The Systematic Literature Review (SLR) was in 
accordance with the Preferred Reporting Items for Systematic Review 
criteria as shown in Figure 1 below. The research was sourced from 
four academic databases: Scopus, ScienceDirect, PubMed and Google 
Scholar in English during the period 2020–2024. The inclusion criteria 
are peer-reviewed scientific publications, journals, and open access. 
Furthermore, the exclusion criteria are conference proceedings, 
master's thesis, doctorate dissertations, textbooks, and unpublished 
research papers. The selection process initially yielded 143 publications 
were found using keyword searches based on journal titles, abstracts, 
keywords, and subjects in the evaluation phase. Out of those, 60 papers 
were chosen considering the significant relation with the research 
questions and objectives.

Table 1, we illustrate the thematic domains of the reviewed papers, 
focusing on the enablers of AI adoption in medical education, the 
barriers to AI adoption in medical education, and the best practices for 
AI adoption in medical education.

Causal Layered Analysis (CLA) is introduced as methodology for 
futures research and comprises four levels: litany, social causes, 
discourse/worldview, and myth/metaphor. The objective is to perform 
research that bridges these analytical layers, encompassing diverse 
epistemologies 5. Secondary data refers to information collected by 
individuals or organizations for various objectives. The secondary 
data include the Global Innovation Index (GII) from 2020 to 2024, the 
Sustainable Development Goals (SDGs) for 2024, key performance 
indicators (KPI), and AI strategies in Gulf Cooperation Council 
Countries. 

Thematic Analysis and Key Findings
The integration of Artificial Intelligence (AI) into medical education 
curricula has been extensively explored, with the literature identifying 
key enablers, barriers, and best practices. Curriculum Development and 
Technological Integration are enlisted as two key thematic codes for 
enabling AI adoption in medical education. Barriers of AI integration 
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Figure 1. Flow diagram for systematic literature review following 
PRISMA guidelines

in Medical Education Curricula include ethical and legal concerns, 
faculty and Medical Students' preparedness, curriculum limitations 
and technological infrastructure. Best practices for integrating AI into 
medical education curricula include Curriculum Design and Delivery, 
Technology Adaptation in Medical Education, Ethics and Critical 
Thinking, Interdisciplinary Collaboration and Case-based Learning. 
These key thematic codes provide a foundation for understanding the 
opportunities and challenges of AI adoption in medical education. 

SYSTEMATIC LITERATURE REVIEW 
Enablers of AI integration in Medical Education Curricula 
A total of two thematic codes related to the enablers of AI adoption in 
medical education (n=21) were identified and discussed in the literature. 
Each thematic code is outlined in the subsequent section, including 
examples sourced from the studies. Table 2 provides an overview of the 
enablers of AI adoption in medical education. After thorough analysis 
of each study, enablers had been identified for addressing the research 
questions. The first thematic code, Curriculum Development (n=13), 
highlights its role as an enabler of AI adoption in medical education. 
The second thematic code is Technological Integration (n=8).

Curriculum creation is essential for equipping students with AI 
in healthcare, incorporating multidisciplinary training, modular 
frameworks, adaptable competency-based curricula, and standardized 

Thematic Domains Number of instances in the literature
Best practices for integrating AI into medical education curricula 22
Enablers of integration AI in medical education curricula 21
Barriers of integration AI in medical education curricula 17
Total 60

Table 1. The thematic domain of articles
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national frameworks. AI-driven multilingual curricula facilitate 
communication and enhance inclusivity in global healthcare 
education6–18. The integration of technology is essential for enhancing 
medical education through the use of modern tools and systems. 
The metaverse offers immersive settings, whereas extended reality 
technologies cultivate interactive situations. Big data analytics 
facilitates evidence-based decision-making and enhances educational 
outcomes. Instruments such as ChatGPT explain complex subjects, 
encourage active engagement, and personalize educational experiences. 
The integration of AI technology in educational frameworks, especially 
in dental education, improves learning experiences, provides 
customized feedback, and generates unique educational content. These 
technologies illustrate the transformational capacity of AI in redefining 
medical education and preparing future healthcare professionals with 
fundamental competencies19–26.

Barriers of AI integration in Medical Education Curricula 
The literature addressed four thematic codes related to the barriers of AI 
integration in Medical Education (n=17). Each thematic code is indicated 
in the subsection that follows, which includes examples gleaned from 
the research. A brief description of the barriers of integrating AI in 
medical education is discussed in Table 3. After thorough analysis of 
each study, barriers were found to address the research question. The 
first thematic code was Ethical and Legal Concerns (n = 6). The second 
thematic code was Faculty and Medical Students' Preparedness (n=6). 
The third thematic code was Curriculum Limitations (n=4) and the last 
thematic code was Technological Infrastructure (n=1).

Number Thematic Code Description Number of Studies

1 Curriculum Development Studies focused on designing and implementing AI-based curriculums in medical 
education. 13

2 Technological Integration Exploration of existing AI technologies and the development of innovative tools to 
advance medical education. 8

Total                                    21

Table 2. Thematic codes of articles on the enablers of the successful integration of AI in Medical Education Curricula

The barriers of AI integration in medical education encompass ethical 
and legal issues, the readiness of staff and students, curriculum 
constraints, and technological infrastructure. Ethical considerations 
encompass privacy concerns, possible algorithmic biases, non-
transparent decision-making procedures, and the diminishment of 
human judgment. Large language models (LLMs) like as Med-PaLM 
and ChatGPT will transform clinical practice and medical education; 
however, students must undergo AI ethics training to tackle issues of 
data privacy, transparency, and intellectual property27–32.

The preparation of faculty and students is a critical issue, characterized 
by insufficient expertise, restricted resources, data privacy concerns, 
and staff opposition to change. Institutions need to provide 
troubleshooting, digital accessibility, skill enhancement, technical 
assistance, and ongoing response mechanisms. Artificial intelligence 
possesses the capacity to enhance human health and medical education; 
yet, instructors and students must be aware of its limitations, including 
bias, hallucinations, expense, and security concerns33–38. Curriculum 
limitations represent a substantial obstacle, as the majority of 
physicians feel that the integration of artificial and human intelligence 
will influence the future of medicine. Integrating AI systems into 
the curriculum without bypassing instrumentalism is challenging. A 
balance between AI and body pedagogy is essential for AI education 
to underscore the significance of engaging with individual patients 
and the human aspect of medicine15,39–42. Technological infrastructure 
presents a considerable barrier in medical education, with issues such 
as dependable network systems, suitable platforms, and proficient IT 
personnel impeding online learning. Addressing these issues is crucial 
for effective online medical education43.

Number Thematic Code Description Number of Studies

1 Ethical and Legal Concerns Issues like data privacy, algorithmic bias, lack of transparency, and accountability 
hinder trust and responsible 6

2 Faculty and Medical Students 
Preparedness

Faculty and students lacking training and readiness limits their ability to incorporate 
AI effectively into teaching 5

3 Curriculum Limitations Traditional curricula lack AI-specific content, hindering alignment with 
technological advancements in healthcare. 5

4 Technological Infrastructure Lack of infrastructure, including AI tools and digital platforms, constrains the 
successful integration of AI. 1

Total 17

Table 3. Thematic code of articles on the barriers of AI integration in Medical Education Curricula

Number Thematic Code Description Number of Studies

1 Curriculum Design and Delivery Developing iterative, integrated AI modules and spiral curricula to align with 
existing frameworks. 7

2 Technology Adaptation in Medical 
Education

Integrating advanced technologies such as virtual reality and online platforms 
with trendy pedagogical approaches. 6

3 Ethics and Critical Thinking Emphasis on promoting ethical AI utilization and improving critical thinking 
in medical practice. 3

4 Interdisciplinary Collaboration Collaboration among students, such as medical students, data scientists, and 
engineers. 3

5 Case-Based Learning Employing AI-driven scenarios for practical and application focused education. 3
Total 22

Table 4. Thematic code of articles on the best practices for integrating AI into Medical Education Curricula
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Best practices for integrating AI into Medical Education 
Curricula 
A total of five thematic codes related to the best practices of AI driven 
curricula in Medical Education (n=22) were discussed in the literature. 
The succeeding section specifies each thematic code, comprising 
examples acquired from the included studies. Table 4, gives an 
overview of the best practices for integrating AI into Medical Education 
Curricula. After analyzing the studies closely, the best practices were 
chosen to address the research question. The first thematic code was 
Curriculum Design and Delivery (n = 7). The second thematic code 
was Technology Adaptation in Medical Education (n=6) followed 
by Ethics and Critical Thinking (n=3). The fourth thematic code was 
Interdisciplinary Collaboration (n=3) and the fifth thematic code was 
Case- based Learning (n=3).

Curriculum design and implementation emphasize the creation 
of curriculum that cater to varied student backgrounds and 
interests, including both technical and non-technical pathways44–50. 
Technology integration underscores ongoing education for healthcare 
professionals, incorporating Virtual Inquiry Systems, advancing 
Medical Distance Learning, and creating recorded instructional films. 
ChatGPT is acknowledged as an AI platform that improves medical 
education curricula, enables personalized learning, and aids in 
assessment51–56. Ethics and critical thinking advocate for a methodical 
and intentional integration of AI into undergraduate medical education, 
prioritizing ethical considerations, patient safety, and the genuine 
requirements of medical training57–59. Interdisciplinary collaboration 
involves developing global relationships and exchange initiatives 
with institutions to enhance educational experiences and broaden 
perspectives on AI applications60–62. Case-based learning employs real 
AI applications in clinical contexts, enhancing student engagement with 
AI as a critical thinking instrument63–65. These strategies seek to improve 
the educational experience and foster a thorough comprehension of AI 
applications in healthcare.

SECONDARY DATA 
The global innovation report from 2020 to 2024 indicates that the 
United Arab Emirates maintains the highest average score for human 
capital and research among Gulf Cooperation Council countries, with 
a five-year average of 53.8, followed by the Kingdom of Saudi Arabia 
with average 43.8466–70. The 2024 Sustainable Development Goals 
report  reveals a moderate increase  in the quality of education in the 
UAE; nonetheless, the remaining GCC faces considerable challenges71. 
The Gulf Cooperation Council (GCC) countries are advancing their 
AI strategy via initiatives that concentrate on talent development, 
ethical application, and intersectoral integration. The UAE's AI 
policy prioritizes AI literacy and implementation via projects such as 

the Dubai Centre for AI and teacher upskilling  programs72. Bahrain 
underscores the ethical application of AI by prioritizing accountability 
and transparency in procurement73, whilst Oman is enhancing strategic 
sectors through its Executive Program for Artificial Intelligence and 
Advanced Technologies, prioritizing human-centered governance and 
modernizing educational systems74.

The GCC's Key Performance Indicators (KPIs) for medical education 
encompass student outcomes, quality indicators, resource use, and 
innovation metrics. These KPIs function as benchmarks for assessing 
innovative medical education curriculum, leveraging research outputs 
and partnerships, and improving regional collaboration. These KPIs 
emphasize student outcomes, quality of teaching, program satisfaction, 
academic achievement, resource allocation, learning measures, 
sustainability objectives, and innovation indicators. Arabian Gulf 
University (AGU) strategic plan focus on research and innovation, 
learning and teaching, infrastructure, human resource, community 
engagement and governance. While Royal College of Surgeons 
in Ireland (RCSI) Bahrain strategic plan emphasizes research and 
innovation, learning and teaching and community involvement. 
Furthermore, KPI Framework of the King Saud University (KSU) in 
Riyadh identified technology, infrastructure, and innovation among 18 
strategic KPIs. These KPIs serve as criteria for evaluating innovative 
medical education curriculum, including AI-based instructional tools 
and research outcomes. The papers  underscore the necessity for 
regional cooperation and ethical artificial intelligence in education. 
Bahrain's emphasis on ethical AI in education and KSU frameworks 
may be crucial for developing long-term, scalable solutions. By 
incorporating these KPIs, projects can evaluate innovative medical 
education curricula, utilize research outputs and partnerships, and 
enhance regional collaboration75–80 .

CAUSAL LAYERED ANALYSIS 
Causal Layered Analysis (CLA) is a research approach and theory that 
was developed in the late 1980s and aims to combine action learning, 
interpretative, critical, and empiricists research approaches. This 
approach values and investigates future projections, the interpretations 
people make of them, the important presumptions made, and the actions 
and interventions that follows. This application is applicable for both 
the internal psychological environment as well as the exterior material 
realm.  The value of CLA as a methodology is found in establishing 
transformational spaces for the investigation and development of 
potential futures, rather than in forecasting the future. The four layers 
of CLA are myth/metaphor, discourse/worldview, social/systemic 
reasons, and the litany5.  

Causal Layered Analysis (CLA) was performed on strategies to 
enhance AI readiness in the higher education curriculum within the 

Layer Student worldview Current Reality Transformed Future 

Litany Personalized Learning
Growing use of AI tools; resistance to change; 
insufficient technology infrastructure; differing 
levels of digital literacy among students and faculty

Widespread implementation of personalized 
learning strategies that effectively utilize AI tools 
across all institutions.

Social
Social Construction Of 
Technology (SCOT): Cultural 
Shift to Foster Integrity

Strategic challenges posed by lack of necessary 
policies and ethical regulations; operational 
challenges in adopting AI; financial constraints

Supportive policies and funding mechanisms that 
encourage AI integration and cultivate a culture of 
innovation in teaching and learning.

Worldview Mentalism: Innovative 
Teaching Approaches

Beliefs that educators must modernize their 
outdated teaching methods and rigid curriculum

A broad acceptance of innovative, adaptive 
teaching strategies that emphasize student 
engagement and effective learning outcomes.

Metaphor
Empowering Educator: AI as 
an Enhancer of Educational 
Experiences

Job displacement for teachers and diminished 
authority in the classroom

A new narrative that frames AI as a collaborative 
partner in education, enhancing the role of 
educators rather than replacing them.

Table 5. Causal Layered Analysis (CLA) on AI readiness in the higher education curriculum
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GCC, driven by a significant necessity for technology integration and 
student engagement as shown in Table 5.  The litany layer underscores 
the trends in AI preparedness within higher education, highlighting 
the transition towards technology-enhanced learning environments. 
Prominent developments encompass the incorporation of AI, which 
alters job dynamics, and the necessity for research on AI applications 
in education. The benefits of AI encompass individualized learning, 
automated grading, and AI teaching assistants, yet challenges like 
resistance to change and disparities in digital literacy remain. A demand 
for the extensive implementation of individualized learning approaches 
utilizing AI is issued81–84.

The sociological dimension examines the economic, cultural, political, 
and historical ramifications of AI in higher education. It examines the 
ethical dilemmas presented by Generative AI (GenAI) and the necessity 
for rules to protect academic honesty. A proposed framework for 
academic integrity encompasses students, instructors, and institutions, 
along with the obstacles associated with its implementation. The 
importance of cultural viewpoints on technological acceptance and the 
need for rules that facilitate AI integration are highlighted85,86.

The worldview layer analyzes foundational assumptions regarding 
education and the function of AI. It acknowledges AI's capacity to 
improve learning results and accessibility, yet observes opposition 
stemming from misunderstandings regarding educational 
methodologies. There is a call for creative pedagogical methodologies 
and adaptable teaching approaches to align with future educational 
realities. Mentalism is proposed as a method to enhance learning 
environments by emphasizing cognitive and emotional processes82,87.

The metaphor layer examines profound narratives related to AI 
in education, highlighting themes of essential transformation and 
modified authority. Although AI is regarded as a transformational force, 
concerns over job displacement for educators and loss of authority 
are widespread. The narrative promotes the perception of AI as a 
collaborative partner in education, augmenting rather than supplanting 
the work of educators88,89. 

DISCUSSION 
The systematic literature review identifies themes related to enablers, 
barriers, and best practices, as seen in Figure 2 below. The adoption 
of AI in medical education is driven by two key enablers: curriculum 
development and technological integration. Each enabler provides 
strategies to prepare students and faculty for the effective integration 
of AI into healthcare education. Curriculum development focuses 
on equipping students with essential skills through interdisciplinary 
training, flexible curricula and competency-based pathways, modular 
framework and standardized national framework. Multilingual 
AI-driven curricula further enhance inclusivity by addressing 
communication barriers and ensuring access for diverse populations. 
Technological integration involves incorporating tools like AI-based 
decision-making systems, metaverse, virtual and augmented reality, 
extended reality technologies, and big data analytics enhancing the 
educational experience. These technologies simplify complex concepts, 
promote collaboration, and create interactive environments for 
practical training. AI tools such as ChatGPT explain complex subjects, 
encourage active engagement, and personalize learning experiences, 
demonstrating the transformative capacity of AI in redefining medical 
education. 

The main barriers to integrating AI into medical education include 
concerns about algorithmic biases, privacy, and the devaluation of 
human judgment, which are significant ethical challenges. Protecting 

private data, ensuring equitable access, and maintaining transparency 
are key difficulties. Additionally, fostering data confidentiality and 
accountability requires collaboration among stakeholders to address 
safety and privacy concerns effectively. Furthermore, there is a need 
to necessitate formal training and curriculum development to resolve 
the lack of understanding among medical students and faculty about AI 
applications in medicine field. In fact, to prepare upcoming healthcare 
professionals to handle the changing medical technology landscape, 
institutions must address resource constraints and integrate AI 
education that strikes a balance between technological advancements 
and human elements.

The literature on AI-driven curricula in medical education identifies 
five thematic codes that represent best practices: curriculum design 
and delivery, technology adaptation, ethics and critical thinking, 
interdisciplinary collaboration, and case-based learning. Each thematic 
code highlights essential strategies for integrating AI into medical 
education effectively. For instance, technology adaptation emphasizes 
continuous learning and the use of innovative tools like virtual inquiry 
systems and augmented reality to enhance the educational experience. 
Curriculum design focuses on accommodating diverse student 
backgrounds and interests, while ethics and critical thinking stress the 
importance of a careful and ethical approach to AI implementation. 
Interdisciplinary collaboration fosters partnerships among various 
fields to enrich learning experiences, and case-based learning promotes 
the application of AI in practical clinical scenarios to enhance critical 
thinking. Overall, these best practices underscore the need for a 
comprehensive and thoughtful integration of AI in medical education 
to prepare future healthcare professionals effectively. Overall, a 
thorough and comprehensive strategy for incorporating AI into medical 
education is crucial for equipping future healthcare professionals to 
effectively manage the changing technology environment.

The secondary data in global innovation index from 2020 to 2024 
consistently ranked the United Arab Emirates as leading GCC in 
human capital and research capacity. Achieving an average score 
of 53.8, reflecting continuous commitment to education, academic 
research and development and knowledge infrastructure. Followed by 
Saudi Arabia showed moderate improving performance with average 
at 43.84, indicating increasing focus on innovation driven human 
development. The 2024 Sustainable Development Goals (SDGs) report 
highlights diverse challenges in educational quality within the GCC, 
noting moderate advancements in the UAE, whereas Saudi Arabia, 
Oman, Kuwait, and Bahrain encounter considerable challenges. 

The GCC countries are actively advancing their Artificial Intelligence 
(AI) plans, emphasizing talent cultivation and ethical application. The 
UAE stresses AI literacy with programs such as the Dubai Centre for 

Figure 2. Systematic Literature Review model
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AI, whilst Bahrain focuses on the ethical application of AI. Kuwait 
intends to include AI into its educational system, while Saudi Arabia 
seeks to train a substantial segment of its workforce in AI skills. Qatar's 
AI+X initiative emphasizes education and research, whereas Oman 
aims to enhance its educational institutions with AI.

Key Performance Indicators (KPIs) for medical education in the 
Gulf Cooperation Council (GCC) prioritize student outcomes, 
quality metrics, and innovation. These KPIs are crucial for assessing 
innovative curricula and promoting regional collaboration in ethical AI 
within education. The focus on ethical AI and sustainable frameworks 
is essential for creating scalable solutions in medical education 
throughout the GCC region. For example, medical schools in Kingdom 
of Bahrain and Kingdom of Saudi Arabia reflect shared commitment to 
research, innovation and community engagement.  Medical schools can 
ensure alignment with national strategy and global innovation standards 
through integrating indicators such as AI literacy, clinical performance 
metrics, program satisfaction rate and ethical compliance. Furthermore, 
employing regionally specific KPIs encourages collaboration, assures 
accountability, and facilitates the continuous enhancement of GCC 
medical schools.

The Causal Layered Analysis (CLA) of AI integration in higher 
education within the GCC reveals a complex interplay between four 
layers. The litany layer highlights the shift towards technology-
enhanced learning, while the social causes layer highlights the rise 
of Generative AI (GenAI) and its ethical challenges. The discourse/
worldview layer reveals how societal attitudes affect the acceptance 
of AI in education, with a disconnect between AI's potential benefits 
and reluctance due to misconceptions. The myth/metaphor layer 
discusses the need for change and its impact on educators' roles, with 
the "Discourse of Altered Authority" promoting a shift in perspective 
from feared job loss to considering AI as a cooperative collaborator. 
Effective AI integration requires collaboration among all stakeholders, 
promoting adaptability and ethical responsibility while reshaping 
perceptions of AI. Supportive social structures and a positive narrative 
around AI are essential for building trust and encouraging acceptance.

Sohail Inayatullah's push and pull dynamics, combined with the weight 
of the history framework90, can significantly improve AI preparedness 
in higher education across the Gulf Cooperation Council (GCC) by 
offering a systematic approach for analyzing and strategizing essential 
measures. The "push of the present" emphasizes technological 
advances and societal demands as catalysts for transformation, 
while also acknowledging obstacles such as resistance to change 
and infrastructural deficiencies that require attention. The "pull of 
the future" emphasizes hopes for AI-integrated educational systems 
that foster individualized learning and ethical AI application, urging 
institutions to establish long-term objectives and develop incentives for 
alignment. Ultimately, the " weight of the history " underscores the 
need for GCC institutions to adapt to global transitions toward AI in 
education, tackling ethical issues and involving stakeholders to alleviate 
concerns regarding AI's influence on the educational environment. This 
comprehensive framework seeks to cultivate a culture of innovation 
and guarantee that educational institutions are equipped for the future 
of AI in higher education.

The United Nations Environment Programme (UNEP) is executing a 
strategic foresight program to tackle uncertainty and disruptive change. 
A Foresight Expert Panel, assembled by UNEP and the International 
Science Council, created four scenarios capturing potential futures in 
2050. The scenarios encompass the sustainability paradox, post-truth 
division, fortress multipolarity, and global awakening91.

Upon concluding the causal layered analysis, we formulated the 
following future scenarios based on UNEP framework. The first 
scenario is the sustainability paradox which predicts that the future will 
incorporate AI into education. However, challenges such as inequalities, 
ethical issues, and unsustainable consumption will drain resources. 
The second scenario is post-truth division, which anticipates that 
disinformation pertains to incorrect information, while fragmentation 
refers to unequal access resulting from split knowledge and resources. 
The third scenario is fortress multipolarity, which anticipates that 
institutions have access to AI; yet, innovation and freedom are 
constrained due to restrictive regulations imposed by authorities. The 
fourth scenario is a global  awakening, which anticipates a dramatic 
shift in the integration of AI in education, fostering a balanced and 
inclusive future. 

Limitation: The limitation of this study methodological gap which 
majority of researches is theoretical include systematic literature 
reviews, narrative analyses and mixed methods. Nevertheless, a clear 
gap in the execution of experimental studies that explore the impact of 
AI integrated curriculum on medical students’ competency in the GCC. 
Furthermore, there is deficiency region specific literature about the 
integration of artificial intelligence into higher education institutions in 
Gulf Cooperation Countries (GCC).  

CONCLUSION 
The aim of this study was to examine the integration of AI 
into medical higher education curricula within the GCC 
region. The findings highlight that the successful integration 
of AI requires a comprehensive and balanced strategy that 
incorporates technological readiness, curricular innovation, 
and ethical considerations. Institutional readiness emerged as 
an important factor, emphasizing the need for targeted training, 
skill development, and infrastructure audits for both the faculty 
and students. Best practices from the literature advocate for 
innovative pedagogical approaches, such as case-based learning, 
interdisciplinary collaboration, and personalized AI-driven 
instruction, to improve engagement and learning outcomes.

Equally important are the ethical and legal dimensions of AI 
integration. These include addressing data privacy, transparency, and 
intellectual property rights, which must be embedded in curriculum 
development through mandatory training in AI ethics.GCC countries 
are making progress in their national AI strategies by promoting talent 
development, policy alignment, and cross-sectoral collaboration. 
However, disparities remain across the region in digital infrastructure, 
educational quality, and strategic coherence. A forward-thinking 
collaborative framework which combines foresight with innovation 
and regional cooperation will enable the GCC to maximize AI potential 
for transforming medical education.

Future research should focus on testing and evaluating AI-integrated 
medical curricula in the GCC to generate empirical evidence of 
their effectiveness. Supporting the transition from strategic vision 
to practical implementation requires studies that assess student 
competencies, faculty preparedness, and ethical considerations in real-
world educational settings.

Authorship Contribution: All authors share equal effort contribution 
towards (1) substantial contributions to conception and design, 
acquisition, analysis and interpretation of data; (2) drafting the article 
and revising it critically for important intellectual content; and (3) final 
approval of the manuscript version to be published. Yes.



Exploring the Factors of AI- Based Medical Education: A Systematic Literature Review from Foresight and Innovation 
Perspective in the Gulf Cooperation Council

2695

Potential Conflicts of Interest: None

Competing Interest: None

Acceptance Date: 28 July 2025

REFERENCES
1.	 Jantakun T, Jantakun K, Jantakoon T. A common framework for 

artificial intelligence in higher education (AAI-HE mode). Int 
Educ Stud. 2021;14(11):94-103.

2.	 Yang X. Accelerated move for AI education in China. ECNU Rev 
Educ. 2019;2(3):347-52. 

3.	 Lakshmi AJ, Kumar A, Kumar MS, et al. Artificial intelligence 
in steering the digital transformation of collaborative technical 
education. J High Technol Manag Res. 2023;34(2):100467.

4.	 Pizzolla I, Aro R, Duez P, et al. Integrating artificial intelligence 
into medical education: lessons learned from a Belgian initiative. 
J Interact Learn Res. 2023;34(2):401-24. 

5.	 Inayatullah S. Causal layered analysis: an integrative and 
transformative theory and method. In: Glenn JC, Gordon TJ, 
Florescu E, editors. Futures research methodology – Version 3.0. 
Washington (DC): The Millennium Project; 2009. p. 1-50.

6.	 Giordano C, Brennan M, Mohamed B, et al. Accessing artificial 
intelligence for clinical decision-making. Front Digit Health. 
2021;3:645232.

7.	 Ejaz H, McGrath H, Wong BLH, et al. Artificial intelligence and 
medical education: a global mixed-methods study of medical 
students’ perspectives. Digit Health. 2022;8:20552076221089099.

8.	 Cussat-Blanc S, Castets-Renard C, Monsarrat P, et al. Doctors in 
medical data sciences: a new curriculum. Int J Environ Res Public 
Health. 2023;20(1):675.

9.	 Crotty E, Singh A, Neligan N, et al. Artificial intelligence in 
medical imaging education: recommendations for undergraduate 
curriculum development. Radiography. 2024;30:67-73.

10.	 Shankar PR, Azhar T, Nadarajah VD, et al. Faculty perceptions 
regarding an individually tailored, flexible length, outcomes-
based curriculum for undergraduate medical students. Korean J 
Med Educ. 2023;35(3):235-47.

11.	 Abdulhussein H, Turnbull R, Dodkin L, et al. Towards a national 
capability framework for artificial intelligence and digital 
medicine tools – a learning needs approach. Intell Based Med. 
2021;5:100047.

12.	 Rawashdeh MA, Almazrouei S, Zaitoun M, et al. Empowering 
radiographers: a call for integrated AI training in university 
curricula. Int J Biomed Imaging. 2024;2024:7001343.

13.	 Chiu TKF, Meng H, Chai CS, et al. Creation and evaluation of 
a pretertiary artificial intelligence (AI) curriculum. IEEE Trans 
Educ. 2022;65(1):30-9.

14.	 Benboujja F, Hartnick E, Zablah E, et al. Overcoming 
language barriers in pediatric care: a multilingual, AI-driven 
curriculum for global healthcare education. Front Public Health. 
2024;12:1337395.

15.	 Briganti G, Le Moine O. Artificial intelligence in medicine: today 
and tomorrow. Front Med (Lausanne). 2020;7:27.

16.	 Sun L, Yin C, Xu Q, et al. Artificial intelligence for healthcare 
and medical education: a systematic review. Am J Transl Res. 
2023;15(7):4820-8.

17.	 Hee Lee D, Yoon SN. Application of artificial intelligence-
based technologies in the healthcare industry: opportunities and 
challenges. Int J Environ Res Public Health. 2021;18(1):1-18.

18.	 Hirani R, Noruzi K, Khuram H, et al. Artificial intelligence and 
healthcare: a journey through history, present innovations, and 
future possibilities. Life. 2024;14(5):557.

19.	 Chen D, Zhang R. Exploring research trends of emerging 
technologies in health metaverse: a bibliometric analysis [Internet]. 
Wuhan (CN): Huazhong University of Science and Technology; 
2023 [cited 2025 Aug 9]. Available from: https://health-metaverse.
github.io

20.	 Almarzouqi A, Aburayya A, Salloum SA. Prediction of user’s 
intention to use metaverse system in medical education: a hybrid 
SEM-ML learning approach. IEEE Access. 2022;10:43421-34.

21.	 Curran VR, Xu X, Aydin MY, et al. Use of extended reality 
in medical education: an integrative review. Med Sci Educ. 
2023;33(1):275-86.

22.	 Au-Yong-Oliveira M, Pesqueira A, Sousa MJ, et al. The potential 
of big data research in healthcare for medical doctors’ learning. J 
Med Syst. 2021;45(1):13. 

23.	 Gencer G, Gencer K. A comparative analysis of ChatGPT and 
medical faculty graduates in medical specialization exams: 
uncovering the potential of artificial intelligence in medical 
education. Cureus. 2024;16(8):e66517. 

24.	 Sallam M, Salim NA, Barakat M, et al. ChatGPT applications 
in medical, dental, pharmacy, and public health education: a 
descriptive study highlighting the advantages and limitations. 
Narra J. 2023;3(1):e103. 

25.	 Claman D, Sezgin E. Artificial intelligence in dental 
education: opportunities and challenges of large language 
models and multimodal foundation models. JMIR Med Educ. 
2024;10(1):e52346.

26.	 Ghaempanah F, Moasses Ghafari B, Hesami D, et al. Metaverse 
and its impact on medical education and health care system: a 
narrative review. Health Sci Rep. 2024;7(9):e70100.

27.	 Franco D’Souza R, Mathew M, Mishra V, et al. Twelve tips 
for addressing ethical concerns in the implementation of 
artificial intelligence in medical education. Med Educ Online. 
2024;29(1):2330250. 

28.	 Sallam M. The utility of ChatGPT as an example of large language 
models in healthcare education, research and practice: systematic 
review on the future perspectives and potential limitations. 
Healthcare (Basel). 2023;11(6):887. 

29.	 Ravi A, Neinstein A, Murray SG, et al. Large language models and 
medical education: preparing for a rapid transformation in how 
trainees will learn to be doctors. ATS Sch. 2023;4(3):282-92.

30.	 Xu T, Weng H, Liu F, et al. Current status of ChatGPT use in 
medical education: potentials, challenges, and strategies. J Med 
Internet Res. 2024;26:e57896. 

31.	 Karabacak M, Ozkara BB, Margetis K, et al. The advent of 
generative language models in medical education. JMIR Med 
Educ. 2023;9:e48163. 

32.	 Zarei M, Eftekhari Mamaghani H, Abbasi A, et al. Application of 
artificial intelligence in medical education: a review of benefits, 
challenges, and solutions. Med Clin Pract. 2024;7(2):100422.

33.	 Al-Zubaidi SM, Muhammad Shaikh G, Malik A, et al. Exploring 
faculty preparedness for artificial intelligence-driven dental 
education: a multicentre study. Cureus. 2024 Jul 11;16(7):e64377. 

34.	 Parente DJ. Generative artificial intelligence and large 
language models in primary care medical education. Fam Med. 
2024;56(9):534-40. 

35.	 Grunhut J, Marques O, Wyatt ATM, et al. Needs, challenges, 
and applications of artificial intelligence in medical education 
curriculum. JMIR Med Educ. 2022;8(2):e35587. 

36.	 Kansal R, Bawa A, Bansal A, et al. Differences in knowledge and 
perspectives on the usage of artificial intelligence among doctors 
and medical students of a developing country: a cross-sectional 
study. Cureus. 2022;14(1):e21434. 

https://health-metaverse.github.io
https://health-metaverse.github.io


2696

Bahrain Medical Bulletin, Vol. 45, No. 4, December 2025

37.	 Alshanberi AM, Mousa AH, Hashim SA, et al. Knowledge and 
perception of artificial intelligence among faculty members and 
students at Batterjee Medical College. J Pharm Bioallied Sci. 
2024;16(Suppl 2):S1815-S20.

38.	 Wood EA, Ange BL, Miller DD, et al. Are we ready to 
integrate artificial intelligence literacy into medical school 
curriculum: students and faculty survey. J Med Educ Curric Dev. 
2021;8:23821205211024078. 

39.	 Maassen O, Fritsch S, Palm J, et al. Future medical artificial 
intelligence application requirements and expectations of 
physicians in German university hospitals: web-based survey. J 
Med Internet Res. 2021;23(3): e26646. 

40.	 van der Niet AG, Bleakley A. Where medical education meets 
artificial intelligence: ‘Does technology care?’ Med Educ. 
2021;55(1):30-6. 

41.	 Allam AH, Eltewacy NK, Alabdallat YJ, et al. Knowledge, 
attitude, and perception of Arab medical students towards artificial 
intelligence in medicine and radiology: a multi-national cross-
sectional study. Eur Radiol. 2024;34(7):1-14. 

42.	 Echelard JF, Méthot F, Nguyen HA, et al. Medical student training 
in eHealth: scoping review. JMIR Med Educ. 2020;6(2):e20027. 

43.	 Gaur U, Anwarul M, Majumder A, et al. Challenges and 
opportunities of preclinical medical education: COVID-19 crisis 
and beyond. SN Compr Clin Med. 2020; 2(11): 1992-7. 

44.	 Abid A, Murugan A, Banerjee I, et al. AI education for fourth-
year medical students: two-year experience of a web-based, self-
guided curriculum and mixed methods study. JMIR Med Educ. 
2024;10(1):e46500. 

45.	 Buchanan C, Howitt ML, Wilson R, et al. Nursing in the age of 
artificial intelligence: protocol for a scoping review. JMIR Res 
Protoc. 2020;9(4):e17490. 

46.	 Grunhut J, Wyatt AT, Marques O, et al. Educating future physicians 
in artificial intelligence (AI): an integrative review and proposed 
changes. J Med Educ Curric Dev. 2021;8:23821205211036836. 

47.	 Hasan Sapci A, Aylin Sapci H. Artificial intelligence education 
and tools for medical and health informatics students: systematic 
review. JMIR Med Educ. 2020;6(1):e19285. 

48.	 Levingston H, Anderson MC, Roni MA, et al. From theory to 
practice: artificial intelligence (AI) literacy course for first-year 
medical students. Cureus. 2024; 16(10): e70706. 

49.	 Karaca O, Çalışkan SA, Demir K, et al. Medical artificial 
intelligence readiness scale for medical students (MAIRS-MS) 
– development, validity and reliability study. BMC Med Educ. 
2021;21(1):112. 

50.	 Al-Shakarchi N, Upadhyay J, Beckley I, et al. Design, 
implementation and evaluation of a spiral module combining 
data science, digital health and evidence-based medicine in the 
undergraduate medical curriculum: a mixed methods study. Clin 
Med (Lond). 2024;24(3):100207.

51.	 Mir MM, Mir GM, Raina NT, et al. Application of artificial 
intelligence in medical education: current scenario and future 
perspectives. J Adv Med Educ Prof. 2023;11(3):133-40.

52.	 Ahmed Y. Utilization of ChatGPT in medical education: 
applications and implications for curriculum enhancement. Acta 
Inform Med. 2023;31(4):300-5.

53.	 Peacock J, Austin A, Shapiro M, et al. Accelerating medical education 
with ChatGPT: an implementation guide. MedEdPublish. 2023;13:64. 

54.	 Wójcik S, Rulkiewicz A, Pruszczyk P, et al. Reshaping 
medical education: performance of ChatGPT on a PES medical 
examination. Cardiol J. 2024;31(3):442-50.

55.	 Azar A, Deighton AJ, Wang BX. Barts X as a model for teaching 
digital health. Med Sci Educ. 2021;31(4):1537-8.

56.	 Patra A, Asghar A, Chaudhary P, et al. Integration of innovative 
educational technologies in anatomy teaching: new normal in 
anatomy education. Surg Radiol Anat. 2022;44(1):25-32.

57.	 Kitto S, Ng YY, Cleland J. ‘Slowing down when you should’: 
optimising the translation of artificial intelligence into medical 
school curricula. Singapore Med J. 2024;65(3):186-9.

58.	 Tokuç B, Varol G. Medical education in the era of advancing 
technology. Balkan Med J. 2023;40(6):395-9.

59.	 Alam F, Lim MA, Zulkipli IN. Integrating AI in medical education: 
embracing ethical usage and critical understanding. Front Med 
(Lausanne). 2023;10(7):531-43.

60.	 Cantú-Ortiz FJ, Galeano Sánchez N, Garrido L, et al. An artificial 
intelligence educational strategy for the digital transformation. Int 
J Interact Des Manuf.  2020;14(4):1195-1209.

61.	 Ng FYC, Thirunavukarasu AJ, Cheng H, et al. Artificial intelligence 
education: an evidence-based medicine approach for consumers, 
translators, and developers. Cell Rep Med. 2023;4(10):101230

62.	 Tolentino R, Baradaran A, Gore G, et al. Curriculum frameworks 
and educational programs in artificial intelligence for medical 
students, residents, and practicing physicians: a scoping review 
protocol. JBI Evid Synth. 2023;21(7):1477-84.

63.	 Krive J, Isola M, Chang L, et al. Grounded in reality: 
artificial intelligence in medical education. JAMIA Open. 
2023;6(2):ooad037.

64.	 Ossa LA, Rost M, Lorenzini G, et al. A smarter perspective: learning 
with and from AI-cases. Artif Intell Med. 2023;135:102458.

65.	 Wilson T, Lee KKW. How I do it: using ChatGPT to create clinical 
scenarios for surgical learning and oral boards preparation. J Surg 
Educ. 2024;81(11):1623-31.

66.	 World Intellectual Property Organization. Global innovation index 
2021: tracking innovation through the COVID-19 crisis. 14th ed. 
Geneva: WIPO; 2021.

67.	 Dutta S, Lanvin B, Rivera León L, et al. Global innovation index 
2022: what is the future of innovation-driven growth? Geneva: 
World Intellectual Property Organization; 2022.

68.	 Dutta S, Lanvin B, Rivera León L, et al. Global innovation 
index 2023: innovation in the face of uncertainty. Geneva: World 
Intellectual Property Organization; 2023.

69.	 World Intellectual Property Organization. Global innovation index 
2024: unlocking the promise of social entrepreneurship [Internet]. 
Geneva: WIPO; 2024 [cited 2024 Aug 25].

70.	 Dutta S, Lanvin B, Wunsch-Vincent S. Global innovation index 
2020: who will finance innovation? 13th ed. Geneva: World 
Intellectual Property Organization; 2020.

71.	 Sachs JD, Lafortune G, Fuller G. Sustainable development report 
2024: includes the SDG index and dashboards. Cambridge (UK): 
Cambridge University Press; 2024.

72.	 Dubai Future Foundation. Guidelines for the development, 
regulation, and use of artificial intelligence in creative industries, 
version 2 [Internet]. Dubai (AE): Dubai Future Foundation; 2024 
[cited 2025 Aug 8]. 

73.	 World Economic Forum. AI procurement in a box [Internet]. 
Geneva: World Economic Forum; 2025 [cited 2025 Aug 8]. 

74.	 Oman Ministry of Transport, Communications and Information 
Technology. Executive program for artificial intelligence and 
advanced technologies: short version [Internet]. Muscat (OM): 
Oman Ministry of Transport, Communications and Information 
Technology; 2025 [cited 2025 Aug 8]. 

75.	 Meo SA, Hassan A, Aqil M, et al. Medical education research in 
GCC countries. BMC Med Educ. 2015;15:8. 

76.	 Prince Sattam Bin Abdulaziz University, College of Medicine, 
Development & Quality Unit. College of Medicine KPIs guide 
[Internet]. Al-Kharj (SA): Prince Sattam Bin Abdulaziz University; 
2024 [cited 2025 Aug 8]. 

77.	 Sreedharan J, Subbarayalu AV, Kamalasanan A, et al. Key 
performance indicators: a framework for allied healthcare educational 
institutions. Clinicoecon Outcomes Res. 2024;16:173-85.



Exploring the Factors of AI- Based Medical Education: A Systematic Literature Review from Foresight and Innovation 
Perspective in the Gulf Cooperation Council

2697

78.	 Royal College of Surgeons in Ireland – Bahrain. RCSI Bahrain 
strategic plan 2023–2027 [Internet]. Busaiteen (BH): Royal 
College of Surgeons in Ireland – Bahrain; 2024 [cited 2024 Aug 
25]. 

79.	 Shawyun T. Developing strategic KPIs for King Saud University 
[Internet]. 2014 [cited 2024 Aug 25]. 

80.	 Arabian Gulf University. Arabian Gulf University (AGU) strategic 
plan [Internet]. Manama (BH): Arabian Gulf University; 2025 
[cited 2025 Aug 9]. 

81.	 Memarian B, Doleck T. (Un)employment of AI in higher 
education. SN Comput Sci. 2024;5(7):812.

82.	 Hutson J, Jeevanjee T, Graaf V, et al. Artificial intelligence and the 
disruption of higher education: strategies for integrations across 
disciplines. Creat Educ. 2022;13(12):3953-80.

83.	 Valdiviezo Sir VM, Baique Timaná DB, Merino Cava LG, et al. 
The rising influence of AI in higher education: trends and insights 
from a bibliometric analysis. J Educ Soc Res. 2024;14(5):52.

84.	 Ajani OA. Exploring digital transformation and future trends in 
higher education development across African nations. J Pedagog 
Sociol Psychol 2024;6(3):34-48. 

85.	 Rasul T, Nair S, Kalendra D, et al. Enhancing academic integrity 
among students in GenAI era: a holistic framework. Int J Manag 
Educ 2024;22(3):101041.

86.	 Yusuf A, Pervin N, Román-González M. Generative AI and 
the future of higher education: a threat to academic integrity or 
reformation? Int J Educ Technol High Educ 2024;21(1):21.

87.	 Alam A, Mohanty A. Business models, business strategies, 
and innovations in EdTech companies: integration of learning 
analytics and artificial intelligence in higher education [conference 
proceedings]. In: Proceedings of the 2022 IEEE 6th Conference 
on Information and Communication Technology (CICT); 2022 
Nov 25-27; New York (NY). New York: IEEE; 2022. p. 466-71. 

88.	 Sibanda M, Khumalo NZ, Fon FN. A review of the implications of 
artificial intelligence tools in higher education: should we panic? 
[conference proceedings]. In: Makua M, editor. Proceedings of the 
10th Focus Conference (TFC 2023); 2023 Jul 5-7; Pretoria (ZA). 
Advances in Social Science, Education and Humanities Research. 
Vol. 788. Paris (FR): Atlantis Press; 2023. p. 73-82. 

89.	 Bearman M, Ryan J, Ajjawi R. Discourses of artificial intelligence 
in higher education: a critical literature review. High Educ (Dordr). 
2023;86(2):369-85.

90.	 Inayatullah S. Investigating the futures triangle with ChatGPT. 
World Futures Rev. 2023;15(2-4):213-8.

91.	 Al Sayegh H. A future for planetary health and human wellbeing 
2050 – UNEP regional foresight workshop, West Asia. Nairobi 
(KE): United Nations Environment Programme; 2024.


	Title
	INTRODUCTION 
	METHODOLOGY
	SYSTEMATIC LITERATURE REVIEW
	DISCUSSION
	CONCLUSION
	REFERENCES

